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NOTE:   The material in this report was originally prepared for presentation at 
the SHAPE Symposium on Computer Programming for Military Systems 
(September 21-25,  1964) at The Hague, Netherlands. 



ABSTRACT 

This report treats the key problems and considerations arising in the design, 
engineering, and implementation of military systems in which real-time data 
processing plays a central role.    The principal distinguishing characteristics 
of these command and control systems are summarized.    Organizational 
matters relating to responsibilities, operational inputs, and procurement aspects 
are described in the context of the over-all system acquisition process.    Initial 
considerations which should guide the over-all design are discussed, including 
such outstanding design problems as the proper matching of man/machine 
capabilities and the provision of adequate capacity and flexibility for change and 
growth.    Important aspects of hardware, software, and testware design are 
also detailed. 
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INTRODUCTION 

This paper addresses itself to some of the key problems and 

considerations arising in the design,   engineering,  and implemen- 

tation of military systems in which real-time data processing plays 

a central role.    These are the so-called command and control 

systems.     To be more specific,  I have in mind something like the 

NADGE system; in U.S.   experience,   examples would be SAGE, 

412L,   or the NORAD COC. 

I do not believe it is possible -- or even useful -- to establish 

a completely satisfactory definition of this class of systems.    In- 

stead,  and as a means of establishing a basis for the subsequent 

remarks,  let me summarize some of the principal characteristics 

of these military data processing systems: 

(1) They are generally large,  as measured in terms 

of equipment or geography,  and usually very costly. 

(2) They are typically made up of many elements or 

subsystems --computers,  displays,   communications, 

personnel,   computer programs,  data bases,  input 

data sources,  and output data users -- all of which 

must be carefully integrated. 



(3) They process large amounts of raw data from diverse 

sources,  converting this to summarized information 

for men or other machines or systems. 

(4) They must perform the data processing in "real-time" 

in order that the system response keeps pace with 

incoming data and required outputs,  and they must be 

available on a continuous,   around-the-clock,  basis. 

(5) While they normally operate well below their design 

capacity,  a capacity which may never be required 

except in wartime,  they must operate continuously at 

a high level of readiness. 

(6) They usually replace an existing manual system and, 

in turn,   must operate as a part of some larger military 

system. 

(7) Despite the introduction of automatic data processing, 

human operators have a predominant role in the system 

operation. 

(8) They are generally designed and implemented by one 

organization for use by another. 



(9)       Because of their size and importance,  their development 

is usually marked by a large number of approval levels 

and coordination channels. 

(10) They take a significant time to acquire,  during which time 

both the requirements and available technology may change. 

(11) They must change and evolve during their operational life- 

time to meet new requirements and situations. 

(12) They usually defy an a priori,  detailed,  quantitative,   spec- 

ification of their performance because of their complexity 

and the unpredictability of the conditions under which they 

operate. 

We are considering,  then,  a class of systems which differs signif- 

icantly from the more conventional application of computers to scientific 

problems or business data processing.    For the most part,  these 

command and control systems are of a complexity beyond our normal 

engineering experience.    In view of these enumerated characteristics, 

it is not surprising that successful system development and implemen- 

tation --as measured in terms of expected cost,   schedules,  and 

performance -- has,  to date at least, been more the exception than 

the rule. 



I should also like to avoid defining the terms system design and 

system engineering.    I will use system engineering as the broader 

activity including such functions as design,  technical support of 

procurement and production,  and testing.    The significant point to be 

made is that system engineering must include a host of non-technical 

problems if successful system development and operation is the goal. 

The system design and engineering plan must be an appropriate 

balance or compromise among the factors of operational requirements, 

technological capabilities,  costs,  and schedules. 

The system engineer should take an extremely broad point of view. 

His scope must cover the long time span stretching from initial concept 

to ultimate operation, and even beyond.    These systems cannot remain 

static,  but must evolve to meet new requirements.    His considerations 

should cover a diversity of topics.    It is unwise,  if not dangerous,   to 

consider only the equipments and computer programs directly related 

to the operational functions.    Proper system engineering will consider 

such varied topics as availability,  training,  and exercising of opera- 

tors; operational procedures; provisions for the maintenance of hard- 

ware and computer programs; the availability and operating condition 

of government-furnished equipments; communications integration with 

other systems; civil engineering and construction of buildings and 

related facilities; and so on. 



Beyond this,   it is increasingly evident that successful system 

development is heavily dependent upon the management techniques and 

procedures used to guide the system from concept to field operation. 

Or stated somewhat differently,   it is heavily dependent upon the design 

of the acquisition process or acquisition system. 

It is in this broad context of topics stretching over a long time 

frame that I will discuss some of the design and engineering problems 

of command and control systems.    I will draw heavily from some ten 

years of experience in the United States,   during which time we have 

almost completed the development of a first generation  of such systems. 

I will cite some instances from this experience where possible. 

As a final introductory remark,   let me say that there are no known 

magic formulae,   no known optimum procedures or techniques,   nor any 

ten easy lessons to successful system design and engineering.     My princi- 

pal intentions are only to point out items which should be considered and 

to illuminate possible pitfalls.    Much of what I will say may strike you as 

little more than common sense.    If so,  I can only wish that our foresight 

had been as good as our present hindsight.    We have learned much about 

system engineering over the past decade; we have learned much less about 

how to document or apply this experience.    I am quite conscious of the 

difficulty of transferring such experience,   but I hope the following remarks 

can in some way be of benefit to the engineers and designers of future 

systems. 
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ORGANIZATION 

In keeping with the announced broad perspective,   let me first 

discuss some general organizational matters relating to responsi- 

bilities,   operational inputs,  and procurement. 

Project Organization 

It is generally agreed today that a strong,   centralized,  know- 

ledgeable project organization should be established by and within 

the government agency with the primary responsibility for system 

development.    This seems to be necessary regardless of the type 

of contractual responsibilities and arrangements made -- prime 

system contractors, associate contractors,  or equipment suppliers. 

This project organization should have a broad charter,  both in 

scope and time.    It must consider the relationship of such problems 

as construction and facilities,  training,  maintenance,  and exercising 

to the over-all design since they are likely to exert a strong influence 

on the system and its eventual performance.    It should be charged 

with coordination of all aspects of the design.    It should review and 

approve all schedules,  monitor progress, provide a central and 

common focus for all system decisions,  and exercise the necessary 

resource management. 



This project organization should have a single,  enthusiastic, 

strong-minded leader.    It should not be headed by a committee which 

does not have requisite authority or which can only arrive at decisions 

by finding the least common multiple. 

The project organization should be directly supported by technical 

competence equal to the job at hand.    This may vary with the contractual 

arrangements,  but in no case should the project organization find 

itself incapable of dealing on an adequate technical basis with the 

contractors. 

I must stress the project nature of this organization.    It should be 

organized for a specific purpose and given the necessary authority and 

responsibility.    It is the antithesis of the stable engineering organization 

formed along conventional functional lines.    An attempt to split up the 

system engineering job to satisfy some existing functional organization 

should be avoided since it is likely to jeopardize the entire endeavor from 

the outset. 

Operational Inputs 

The arrangements for the project organization should assure early, 

continuous,  and active representation from the ultimate using and 



operating command.        This is a requirement in the design process 

for the following reasons:   first,  it will provide a direct channel of 

information concerning changing requirements; second,   it will provide 

the necessary contact with field operating problems; and third,   it will 

provide mutual appreciation of problems by the developer and user. 

There is a strong and very dangerous tendency for an engineer to 

design a system for himself to operate,  and generally to operate only 

for short periods of time and at high,   or at least interesting,  load 

levels.    The actual operators,   on the other hand,  are less sophisticated 

technically and usually must operate the system day-in and day-out for 

eight-hour periods at very low and uninteresting load levels -- levels 

at which the automatic system generally is not required. 

Put in somewhat cruder terms,  the engineer tends to design a 

system which is difficult to operate or which only he can operate.   (On 

the other hand,  the operator tends either to redesign the existing system 

*In some situations,  the using and operating commands may not be the 

same.     This distinction will be ignored here and the terms user and 

operator will be used interchangeably. 
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or to design a system which cannot be built. ) 

The solution is close participation by the using command throughout 

the design phase.    The participation must be from properly chosen 

personnel and their inputs must be controlled so that the design does 

not become merely a "wish book" which cannot be met within the con- 

straints of the allocated resources.     The participation should be continu- 

ous if waste is to be avoided.    Confrontation between the operator and 

developer at six-month or longer intervals leads to misunderstandings, 

unnecessary effort,   rework,  and often unsatisfactory compromises 

resulting from tradeoffs occurring too late in time.     The operator should 

be required to concur on all operational design features,  particularly 

those relating to operational personnel and man-machine relationships. 

The representatives from the using command should include both 

planners and operators, with the balance gradually shifting to the latter 

as the project matures. 

The assignment to this function of development personnel with opera- 

tional experience or personnel who were previously assigned to the 

operating command is a poor substitute for direct representation from 

that command.    Such representation has two bonus effects.    First,  it 

provides for a direct association of the operating command with the 

system development,  and thus gives it an opportunity to be party to 



design and development decisions as they are being made.    And 

secondly,  it may help to alert and prepare the operating command 

for actually using the new system.    This command is generally over- 

committed to the operation of an existing system and finds it difficult 

to prepare -- for example,  with operating procedures and manuals 

-- for operation of the new system. 

Procurement Aspects 

While it is not the purpose of this paper to explore in detail the 

special procurement and contractual problems associated with military 

real-time data processing systems,   several related problems and 

considerations are of direct interest to the system engineer: 

(a)       The desirability of a prime contractor as opposed to 

associate contractors is still being debated,  and I will 

not try to elaborate on the advantages and disadvantages 

of each form.    It should be pointed out,  however,  that 

in both cases,  and especially with the latter arrangement, 

the requirement still exists for a strong in-house techni- 

cal and managerial capability. 
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(b) In either contracting situation,   experience points out 

the desirability of a separate, independent test 

contractor, who is not responsible for the original design 

or any of its implementation,  to help assure that the system 

is properly delivered,  installed,  checked out,  and evaluated. 

(c) Computer programs -- the "software" -- can be acquired in 

several different ways.    Software manufacturers not involved 

with equipment production are becoming increasingly avail- 

able.    Software can also be secured from equipment manufac- 

turers,  but the use of a company different than that which 

supplies the system computer can introduce some difficulties 

relating to release of proprietary information.    Generally,  all 

of the hardware should be procured first,  since the specific 

hardware choices will affect the magnitude and complexity of 

the software. 

(d) Software is difficult to procure under fixed-price contracts 

due to the difficulty of producing detailed performance specifi- 

cations for these programs.    As opposed to hardware, 

software specifications are always in the language of the 

user rather than the supplier.    As with hardware,  cost should 

not be the primary or only selection criterion for the software 
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contractor.    Experience, past performance,  geographic 

location,  and availability of trained manpower should 

weigh   heavily in the ultimate selection. 

(e) Software procurement should be made on the basis of a 

plan which considers the longer-term software problems. 

Will the military itself take over software production at 

some point in time? 

(f) Caution should be exercised with hardware procurements 

based on detailed design specifications unless the procuring 

agency has assured itself that a product which meets these 

specifications will provide the desired performance.    This 

is very difficult to do. 

(g) Caution should also be exercised relative to advertised 

"off-the-shelf" availability.    Due to the long  lead time of 

computer programs,  an early delivery of the computer is 

essential.    Accordingly,  a 120-day availability of a computer 

with the same characteristics as the ultimate production 

models might be an adequate proof of being "off-the-shelf. " 
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BROAD OR CONCEPTUAL DESIGN 

This section discusses some of the initial considerations which 

should guide the over-all design.    Detailed aspects of hardware,   soft- 

ware,  and testware design follow in succeeding sections. 

What Is The System? 

Automated command and control has become extremely fashion- 

able in recent years,  achieving some appeal as a military status 

symbol.    This,  among other reasons,   can lead to the initiation of a 

system development without a full understanding of what the system 

is and what it   is expected to do.    When this happens,   the designer, 

the user,   and the taxpayer may later regret the initial precipitate 

action. 

Too often we hear the designer lament the fact that the user 

cannot supply him with an adequate statement of requirements.    When 

this is said,  it usually means that the designer doesn't understand 

the nature of these systems or the military problem.    In practice,   the 

user's requirements are not easily expressed in quantitative terms, 

and they can only be put into meaningful form when matched with the 

available technology and possible designs.    In many cases,   the 

available technology identifies or even generates the requirements. 

Thus,  as the very first step in the design effort,   the designer 

and user must come to an understanding of the military problem,  and 

they should prepare and document a matched statement of requirements 

and the corresponding conceptual or broad design.    In doing so,  the 
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full implications of the system and its operational use should be ex- 

plored.    Both parties should consider the automated portion of the 

system as an iceberg,  and a significant initial effort should be directed 

towards understanding and describing what is under the surface. 

For example,   the implications for manning,  training,   main- 

tenance,  and logistics must be fully understood by the user.    Too 

often we are disappointed by initial claims of savings of operational 

personnel.    I know of no system in which actual personnel savings 

have resulted,  although in most cases the capability (or productivity) 

of the operations personnel has been greatly increased. 

A related question requiring an early answer is:    "What constitutes 

the system?"   In particular,   what equipments already in use by the 

manual system are to be employed?    In determining this,   the operating 

condition of these field equipments should be realistically ascertained. 

The early development of SAGE was hampered by the fact that the 

radars were not considered as a part of the system.      In both SAGE 

and 412L,   the actual operating condition of such field equipments was 

not properly understood,   and difficulties resulted. 

A careful inventory and field survey is recommended.     This 

applies to both equipments and facilities.     The system designer,   often 

an electronics engineer,   is quite prone to ignore the seemingly prosaic 

problems of roads,  buildings,  power,  and air conditioning.    Measure- 

ments on field equipments under field maintenance are advisable.    A 

radar under field conditions performs quite differently than at the 
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manufacturer's plant.    SAGE and 412L experience attest to this. 

At this early phase,  the interfaces with other systems -- present 

and future -- must be considered.    An exchange of data with other 

systems is almost always required,  and the problems of data compati- 

bility-- in terms of information content,  format,  and signal levels -- 

must be solved.    Not only should these problems be considered at 

the design level,  but responsibility for any changes to achieve compati- 

bility must be clearly assigned.    The NATO efforts in establishing 

data link standards and formats are to be commended; it is a step 

which has been badly ignored in the U. S.  to a point where it may be 

too late to create meaningful standards. 

Briefly then,   at the outset there should be a careful consideration 

and documentation of what the system is,  what it will do, what com- 

prises it,  and how it relates to other systems. 

Evolution 

As noted earlier,   significant periods of time are involved in the 

acquisition of these systems.     When they do become available,   they 

may not meet the then current requirements and may be very difficult 

in terms of time or effort -- to modify so as to achieve the desired 

goals.     This has given rise in recent years to a general feeling that 

the design and implementation of these systems should be pursued on 

a more evolutionary basis. 

The merits of an evolutionary approach are said to be that we 
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can proceed in small,   sure steps.    It would provide for an early demon- 

stration of capability and would ensure operational experience and 

feedback before proceeding with a more sophisticated design.    Head- 

quarters command systems are very strongly influenced by the 

personality and desires of the commander himself,  and an evolutionary 

capability would make it possible for individual commanders to tailor 

or modify the system accordingly.    It is further felt that the sophistica- 

tion and technical difficulties which have characterized the first 

generation of these systems could be avoided in the future if there 

were greater use of "off-the-shelf" equipments and a more direct 

initial mechanization of existing manual operations. 

The current emphasis on evolution,  however,   may confuse what 

are perhaps two separate ideas.    The first is the concept of a time- 

phased implementation,   or what might be termed a planned evolution 

towards a predetermined design.     The second relates to provisions 

for the unplanned modifications necessitated as a result of operating 

experience or changes in requirements or the technology. 

In this light,  the evolutionary approach has some dangers which 

should not go unrecognized.    In particular,  a time-phased implemen- 

tation should not be used as an excuse for avoiding the total system 

design problem.    If only the first increment is planned,  then there is 

a strong possibility that inadequate attention will be given to the design 

requirements imposed by subsequent steps.    Specifically,  the universal 
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lack of funds and the influence of ever-present economy drives cause 

strong pressure in this direction and may force a decision to buy only 

the equipment or capability required for the first steps and not allow 

time for sufficient analysis and design of the total,  long-range system. 

Restrictions on building size,  power,  or air-conditioning can be as 

serious as limited computer capability.    Subsequent steps are then 

very difficult and costly to implement,  possibly requiring grossly 

different equipments and costly retrofits to existing equipments. 

Another danger of time-phased implementation is that if the 

subsequent steps are not very carefully planned,   major problems can 

arise as these steps -- involving additional programs and possibly 

equipments -- introduce interference with the operation of the system. 

A related difficulty is the retraining of operators.    In fact,   there 

appears to be a critical mechanization level which should be incorpo- 

rated in an initial step.    This should include the full mechanization of 

the essential inputs and outputs,  and should include the majority of the 

operator facilities (consoles,  keyboards,   switches,   etc. ),   even though 

all of this capability might not be used initially. 

It should further be noted that requirements for testing are such 

that initial system testing is not in any large percentage salvageable 

for subsequent steps,  and a complete series of tests with all attendant 

costs may be required for the replacement or next model of the system. 

Another point is that while direct mechanization of existing pro- 

cedures may yield an early demonstration of progress,   it should be 
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applied with caution as it may prevent the realization of a vastly im- 

proved operation which could be achieved by fully exploiting the auto- 

matic data processing capability.    Neither the automobile nor the 

airplane were products of direct mechanization. 

There is also the question of the use of "off-the-shelf" equip- 

ments.     This,   too,   must be approached with caution and reason. 

There is very little that is actually "on-the-shelf",   particularly in 

the sense that it can be applied directly to a system.     Further,   it is 

extremely important to differentiate between "off-the-shelf" and "in 

the brochure". 

Design guidance in this broad area ,   then,   would seem to be as 

follows: 

(1) The design should contain a reasonable degree of excess 

capacity and flexibility in all subsystems and elements 

to permit long-term unplanned evolution.     This excess 

capacity must then be carefully controlled so that it does 

not dwindle away before it is needed. 

(2) If the system is to be implemented in steps,   the design 

must consider the resulting system first,   allowing suffi- 

cient capacity to achieve this goal.    Only when this end 

design is well understood should the steps in the implemen- 

tation be delineated. 

(3) The first step should not be too big to prevent an early 
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demonstration of progress,  but should be sufficiently- 

large so that it includes those features strongly affecting 

operator actions and activities. 

(4) The design of a step-wise implementation must not 

ignore  the problems of disruption and degradation of 

current operations. 

(5) The designer should consider with caution the early 

benefits of a direct mechanization and the claims for 

the applicability and availability of "off-the-shelf" 

equipments. 

Degree Of Automaticity 

The proper degree of automation to be provided in most command 

and control systems is not easily determined.    Many system functions 

are routine,   easily-described,   repetitive data processing tasks which 

lend themselves directly to mechanization; other functions clearly 

require sophisticated choices or decisions which can or should involve 

human judgment.    Unfortunately,  however,   a large number of important 

functions usually cannot be so easily categorized.    Here the cost and 

complexities of automation must be balanced against the problems and 

difficulties attendant to human operators. 

First,   the man-machine relationship is severely limited by the 

cost and complexity of the devices -- consoles or large-screen displays 

available for the information exchange.     The operator can only do a 

satisfactory job if he is given the necessary data upon which to make his 
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decision.    This is suprisingly difficult and costly to accomplish,  both 

in terms of hardware and software. 

Second,   the involvement of an operator introduces both equip- 

ment and human reaction times.    Delays can arise both in the computer 

program and in the display devices.    Consoles may introduce several 

seconds of delay depending on the storage medium which drives them; 

large screen displays may involve processing and mechanical trans- 

port delays of ten seconds or greater; keyboards provide a flexible 

input capability,  but  require significant times for message composition. 

Third,  the operator may not have the information required to 

make a better decision than the computer.    In SAGE,  it was felt that 

whenever the automatic tracking program got into difficulty as a 

result of too little,  too much,  or ambiguous data,  the operator would 

be alerted to correct the situation.    An evaluation of one automatic 

track monitoring scheme later showed that the operators did not,   on 

the average,  improve the situation over what the computer would have 

done if it had been left alone. 

The other side of trade-off is that the automation of complex 

decisions can be extremely difficult and costly in computer capacity. 

A satisfactory automatic weapons assignment program must consider 

a multitude of factors:   position,  heading,  and altitude of bomber 

aircraft; position and importance of possible targets; locations, 

status,  types,  and capabilities of available weapons; and so forth. 
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Other decisions are not as simple to automate as they first appear. 

Early in the system design there is a disturbing tendency to over- 

simplify and underestimate,  and we are subsequently embarrassed 

by the computer time or storage consumed by what had been felt 

to be a simple process. 

Let me mention two examples from SAGE.    The first is auto- 

matic initiation of tracks from radar replies reported by a scanning 

radar.    This was first said to be a simple pattern recognition process: 

look for radar replies in close proximity on successive scans,  allowing 

some leeway for tracks with low blip-scan ratios.    In actual practice, 

a high level of noise replies requires a very sophisticated process 

if the wholesale generation of false tracks is to be avoided or if the 

initiation of real tracks is not to be overly delayed. 

Track-while-scan of aircraft is still dismissed by many people 

as a simple process.    Even if they include such considerations as 

low blip-scan ratios,   false tracks,   and turning tracks,   they generally 

have ignored the problems of proximate or crossing tracks.     This 

involves another level of design sophistication. 

In both cases,   it wasn't until a rather detailed knowledge of the 

actual physical situation became available and extensive computer pro- 

gramming had been performed that a full realization of the cost and 

complexity was reached. 
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Finally,   decisions as to the degree of automation must be care- 

fully made in light of operator limitations and training problems.    The 

danger of the engineer designing the system for himself to operate  is 

ever present.    The performance of many of our automated systems -- 

SAGE and 412L are examples --is overly sensitive to operator quali- 

fications and training.    This,   in turn,   places a very high premium on 

provisions for continuous exercising and evaluation  of these operators. 

Such exercising and evaluation,   as is discussed next,   is not without 

its own costs and problems.    An even better solution,   where possible, 

is to provide the system with a meaningful day-to-day job.    The 

integration of air defense and air traffic control has always seemed 

to be a natural combination.    It is a pity that political and other con- 

straints seem to prevent this union. 

Self-Exercising Capability 

As previously noted,   during peacetime these systems normally 

operate at rather low load levels,   far below design capacity.    Since they 

are quite sensitive to operator performance,   the best possible system 

performance will be attained when required only if a self-exercising 

capability to maintain and improve operator proficiency has been in- 

cluded as an integral part of the over-all design.     Such a capability, 

by which the system can be subjected to simulated high loads and 

special input conditions,  will also permit on-going evaluation,   checks 

on system performance,  and those demonstrations of system per- 

formance which are often required for visitors. 
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As a part of the system design,  then,   careful attention should be 

given to the questions of which environmental conditions and sources 

of input data should be simulated and how this can best be done. 

Additional equipments are generally required for this purpose. 

If the system has many sources of data,  the generation of con- 

sistent inputs relating to the same environmental situation may in 

itself constitute a difficult task requiring data processing equipment. 

For example,  in an air defense system it is desirable to simulate 

enemy bomber flights as seen by a radar.    It is possible to do this in 

real time by suitable analog or digital simulators at a radar site,  or 

the simulated radar returns can be prepared and prerecorded on a 

magnetic tape or photographic film which can be scanned by appropriate 

equipment at the site.    Either of these techniques would be suitable for 

simulation at an individual site.    However,   if the system consists of 

many radars with overlapping coverage and the aircraft will traverse 

the coverage of several sites,   it becomes necessary to simulate a 

consistent set of radar inputs.     This generally requires the coordinated 

generation of tape or film inputs.     This,   in turn,   entails a significant 

data processing task in the preparation of aircraft flight paths and the 

computation of the r,   0   data as observed by the radars.    A general- 

purpose computer may be useful or necessary for this purpose. 

In any event,   it is generally advantageous for training purposes 

to arrange the simulation so that it is repeatable and situations can 

be easily reproduced for the same or different sets of operators. 
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A second problem of exercising is that of concurrent operation 

with live inputs.    Even if it is electronically possible to mix the live 

and simulated inputs,   this may cause extreme confusion and danger 

unless the computer has some means of segregating and identifying 

each.    This may require excess computer capacity for the extra 

processing and display programs required to differentiate between 

the simulated and live inputs,  at least to selected operating personnel. 

Some simulated inputs cannot be preplanned since they are 

affected by the system operation and may require real-time data 

processing and human decisions.    During a SAGE training exercise 

in which a center is removed from the air defense net,   voice radio 

vectoring instructions are monitored by simulated pilots who insert 

the directed values of heading,   speed,  and altitude into the computer 

by special switches.    A special computer program uses these inputs 

to simulate the flight paths of the interceptors.     The current positions 

of these aircarft are then determined,   permitting the computation of 

the simulated radar returns.     Thus,   system exercising involving non- 

preplanned,   dynamic inputs may require special input facilities,   added 

operating personnel,  and additional data processing capability. 

Finally,  adequate exercising facilities must also provide the 

means for evaluating the system performance.    Rapid feedback to 

operational personnel is a requirement if they are to understand and 

correct errors.    Depending on the situation,   real-time evaluation or 
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post-test analysis of recorded data can be employed.    This evaluation 

and analysis is not without cost,  facilities, and design effort. 

It should be noted that the facilities required for system exer- 

cising are closely related to those required for program and system 

checkout,   shakedown,  and test.     The facilities should be coordinated 

and,  where possible,   combined. 

Performance Monitoring 

As systems become larger and more complex,  and particularly 

as the number of input and output subsystems grow,   it becomes 

increasingly difficult to determine whether the over-all system is 

operating properly and to isolate the causes of difficulty.    Accordingly, 

suitable provisions for performance monitoring,   trouble detection,   and 

quality control should be included as part of the system design.     The 

requirement for continuous system operation,   coupled with the relatively 

abundant opportunities for subsystem malfunction,   means that the 

designer should not expect that performance checks during preventive 

maintenance periods will suffice.    He must consider the need for 

dynamic or real-time performance monitoring and diagnosis of mal- 

functions. 

The central computer and the computer program are not major 

problems in this regard.     The majority of their random or intermittent 

malfunctions can be detected by parity checking,  and in many cases 

an immediate repeat of the computer or program operation can be 

successfully conducted.    Other errors generally cause an obvious system 
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malfunction or complete stoppage.    However,  the input and output 

subsystems offer many opportunities for miscalibration,   random 

errors,   poor performance,  and complete outage in a fashion that does 

not cause the system to cease operation.      Individual communication 

links,   particularly those carrying digital data,   can become completely 

inoperative;   individual radars can go out of calibration or can fail to 

report targets entirely; or individual consoles or manual input devices 

can fail entirely -- all for significant periods of time before the 

degradation or failure becomes apparent to operating personnel. 

Most subsystems have some "built-in" performance monitoring : 

parity alarms,   power lights,   etc.    However,   in many instances the 

subsystem equipments,  their failure indicators,  and those who maintain 

these equipments are remotely located,  far from the eventual users 

of the data which they provide.    Experience indicates that adequate 

attention to the subsystem performance may only occur when the human 

element comes into play -- specifically,  when the user complains. 

Hence an objective of the system performance monitoring should be 

to provide the user with the tools and information to complain accurately. 

The designer should consider the automatic and periodic genera- 

tion of test messages that can be routed through these subsystems in 

a systematic manner for checking purposes.    When difficulties are 

encountered,  more specific and detailed check messages or techniques 

can be called upon to isolate the particular source of the difficulty. 

In many cases,  it may be possible to correct or bypass the source of 
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the difficulty temporarily until it can be fixed.    Finally,  a continuous 

summary of the status of the key elements of the system should be 

made available to both operating and maintenance personnel. 

Two examples from SAGE might help to illustrate the general 

ideas.    In the first,   the radar data processing devices at each radar 

site were designed with a provision for periodically introducing false 

targets at predetermined range and azimuth positions,   and the central 

computer isolates and processes these messages to check a number of 

the processing and communication facilities between the radar and the 

central computer. 

The second example relates to the importance in the SAGE design, 

as with other netted radar systems,  that the radars be accurately aligned 

in both range and azimuth.    If not,  the generation of multiple data trails 

and false tracks for a single aircraft may result.    Since both the radar 

and radar data processing equipments can become misaligned during 

maintenance on the antenna,   decoders,   etc. ,  a performance monitoring 

feature was added to the SAGE computer program.    With the feature,   the 

computer checks reports from different radars on the same aircraft 

and determines if a better match of incoming data would exist if bias 

errors are assumed in the azimuth data.    If it is found that an azimuth 

correction on a radar improves the consistency of multiple radar 

reports,   this error value is then introduced before processing subsequent 

reports.     The error is also printed out for corrective action at the 

radar site at the next maintenance period. 
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Performance monitoring,  then,   should be recognized as a system 

function on a par with the more familiar operational functions.    It 

should not be allowed to slip into the background during the system 

design.    Utilization should be made of the performance monitoring 

built into existing equipment subsystems,  but added hardware and soft- 

ware may be required and this should be reflected into the design of 

system equipments,   computer programs,  and communication links. 

Continuity and Modes of Operation 

It will be desirable to subdivide this topic into two parts.    The 

first part deals with continuity of automatic system operation under 

normal or peacetime conditions.    The second part relates to alternate 

modes of operation,   generally at lower capacity and capabilities,  when 

key elements of the system have been put out of operation.    For ease of 

reference,  normal operation will be referred to as Mode I,  an alternate 

automatic arrangement as Mode II,  and a completely manual backup 

as Mode III. 

Failures of critical system elements will cause an interruption 

of Mode I operation unless adequate design measures have been taken. 

The usual solution is the provision of duplicate or duplex equipments 

coupled with error detection facilities and a rapid switchover capa- 

bility.    In the case of one-of-a-kind equipments,  full duplicates would 

be required; in the case of a multiplicity of units -- memory units, 

display consoles,  tape drives,  etc.   -- only a few spare elements might 
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be needed.    In the case of consoles,  a general-purpose console design 

rather than special-purpose consoles designed specifically for an 

operational position should be considered.    With suitable program 

parameter and switch label changes,   it is possible to adapt a general- 

purpose console to individual positions,   thereby retaining desired 

flexibility and permitting rapid replacement or substitutions in event 

of console failures. 

With improvements in equipment reliability,   provision of 

duplicate units,  and suitable design,  unscheduled interruptions of 

Mode I continuity can be brought down to whatever low level is desired. 

The designer must not overlook,   however,   requirements leading to 

scheduled interruptions of Mode I continuity.     These include the 

functions of maintenance,   equipment retrofit,   program retrofit,   and 

possibly system exercising. 

Maintenance is self-explanatory.    Equipment and program 

retrofit may result from initial design shortcomings or from the evolv- 

ing nature of the system.     Program retrofit must include a thorough 

checkout on the actual machine and is not as simple as merely changing 

a tape unit and reading in a new program.    As noted earlier,   system 

exercising may require interruption of normal operation unless the 

live and simulated inputs are properly handled. 

It is important not to underestimate the amount of downtime 

required to perform these functions.     This is particularly true in the 
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early months or years of operation where several hours may be required 

each day.    On a long-term basis,   daily maintenance or exercising may 

still be required,  with only occasional changes to the hardware or soft- 

ware. 

A spare or duplicate unit for each type of element in the system 

may permit continuity of Mode I operation during limited types of 

equipment maintenance and retrofit.    A full duplex would permit a 

Mode I operation while performing any of the functions.    Reverting to 

Mode II or Mode III operation is also possible,  although the latter is not 

very desirable. 

Duplexing will not,   of course,   prevent physical destruction of 

the key elements of the system and the consequent interruption of Mode 

I operation.    Beyond the measures of hardened construction or mobility, 

some added survivability can be achieved by a dispersed or decentral- 

ized design.    In some systems,   a decentralized design utilizing several 

data processing centers may be required by economic or other con- 

siderations.    For example,  a single air defense center might be tech- 

nically feasible for all of NATO,  but the communications costs from 

outlying radar sites would be quite expensive.    A completely decentral- 

ized design,  with a computer center at each radar site,   may be equally 

expensive due to the cost of communications among the centers,  but 

this design is generally more survivable. 

When several centers are involved,  however,  it becomes possi- 

ble to arrange for a Mode II operation in which one or more centers 
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can "cover" for an adjacent one.    Excess data processing capacity and 

the necessary communication links must be provided. 

The last and least attractive possibility in the event of Mode I 

failure is to revert to a completely manual Mode III operation.    Needless 

to say,  the capacity and capability are not attractive,  and there is 

the serious economic problem of maintaining and exercising the added 

operational personnel. 

It is easily seen that Modes I,  II,  and III cannot be considered 

independently.     The proper selection and design of these modes has 

a direct bearing on the system configuration and on almost every 

aspect of the design. 

Overhead Facilities 

At the early stages of system design and planning,  attention 

should be given to the following non-operational functions: 

(a) Training of operational and maintenance personnel. 

(b) Initial and on-going program production. 

(c) On-going test and evaluation of evolving system changes 

and additions. 

(d) Generation of exercise materials. 

(e) Reduction and analysis of data recorded during system 

operation. 

These system support functions -- as opposed to those support 

functions which must be conducted at each site -- generally require 
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separate "overhead" facilities due to the large computer time require- 

ments and special conditions involved. 

The first three functions -- personnel training,   program pro- 

duction,  and test and evaluation -- require system-like equipments in 

system-like configurations,  although perhaps not with the added equip- 

ments (added modules or full duplexing) required for very high relia- 

bility and continuity of operation.     The last two functions  -- generation 

of exercise materials and data reduction and analysis -- can use 

system-like equipments,  but could also use other computers or 

commercial computing facilities. 

Depending upon the specific nature of the system,   one overhead 

facility might be sufficient to handle the first three functions.     In 

large systems this may not be possible because of the requirements 

on computer time.    In SAGE -- with about twenty-two operational 

direction centers at peak -- the number of such overhead facilities has 

varied from three to five,  and until this year at least one computer was 

devoted to each of these functions. 

An attractive possibility is to use the overhead machine(s) as 

a part of the backup or Mode II configuration.    In this case and when 

an operational machine is unavailable,  an overhead machine could 

cease its non-operational functions and join the operational net.     This 

might be considered as a form of duplexing,   with the two machines 

at separate locations. 

32 



Overhead facilities,  particularly those required for training and 

program production,  assume added importance since they are generally 

required prior to the operational facilities.    An overhead facility for 

subsequent test and evaluation can be used early in the life of the system 

for the design verification described in the next section. 
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DESIGN PROCESS AND TECHNIQUES 

Volumes have been written on the subject of the different tools 

and techniques -- ranging from probability theory to simulation -- 

which can be employed by the system designer or engineer.     How 

these can best be used and how the design effort should proceed are 

much more difficult to reduce to writing.    Beyond stating that design 

is both analysis and synthesis,  that it must involve feedback,  and 

that it is hardly ever finished,  I intend here to mention only two key 

techniques -- design documentation and design verification -- which 

have been found to be of practical utility in many systems. 

Design Documentation 

The need for an early agreement on the requirements and a 

matching conceptual design has been noted.     The design effort starts 

here and must bring into play full consideration of costs and schedules. 

Much interplay,  much give and take,  and much analysis and synthesis 

may be required.    The product should be an operational plan,  an 

employment plan,  or some other suitably-named document which will 

serve as the broad plan or prospectus for the system. 

At an early point in the design effort,   careful thought should be 

given to the types and levels of documentation to be used.    Documentation 

is one of the key management tools for the design effort,  with regard to 
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both the timeliness and quality of its execution,  as well as its conform- 

ance to user and other requirements.    Documentation,  then,  is a design 

technique; it is a key to organizing a design effort and to maintaining 

design control.    The time and effort devoted to generating and main- 

taining the documentation will be very well spent. 

The names of the documents are not important.    To quote merely a 

few:    operational specifications,  mathematical specifications,   system 

and subsystem performance specifications,  functional specifications, 

system and subsystem design specifications,   computer program specifi- 

cations,  and equipment specifications.    What is important is that there 

be recognized levels of documentation and that the responsibilities for 

each be assigned.     Too often,  the design is not properly documented and 

hence not available to those who must be brought to bear on the produc- 

tion and implementation effort when the system has been broken-down 

into the smaller pieces required for such activities. 

As noted,  at the highest level there should be an over-all description 

of what the system will do and how it will be deployed.    Next,   the over-all 

performance of the system --at least in qualitative terms -- should be 

described,  including identification and definition of the principal sub- 

systems.    Such system performance specifications might be the vehicle 
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for contracting with a prime contractor.    If associate contractors are 

used,  they should be held to meeting subsystem performance specifi- 

cations.   In most cases,  the detailed design specification describing 

what is built will be prepared by the contractors. 

In this regard,  it should be noted that it is exceedingly important 

to document a baseline system configuration at the earliest date.    This 

configuration has a first order impact on facilities,  construction,  civil 

engineering,  and the government-furnished equipments.    The document- 

ation of this configuration,  ultimately describing all facilities,   equip- 

ments,   computer programs,  and technical manuals in the system,   must 

be adequately maintained and all changes controlled. 

Design Verification 

The second design technique is design verification.    By this is 

meant any reasonable steps which can be taken to validate the adequacy 

of the design at the earliest possible time.    The objective is to avoid 

costly changes during production or even more costly field retrofits. 

The latter possibility might involve installation teams waiting unpro- 

ductively at sites while design problems are diagnosed and solutions 

generated. 

Design verification should start early in the conceptual phase of 

the design and should be continued,  as necessary,  until field implemen- 

tation starts.    During this period,  the key or critical aspects of the 
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design should be verified,  checked,  and tested to remove as much 

uncertainty as possible in the final design.    In an air defense system, 

for example,  the tracking logic should be tested under a wide range of 

realistic conditions; solutions to interception equations should be 

checked; man-machine relationships and capabilities should be verified; 

and so on. 

Many different methods can be employed for design verification, 

ranging from complete simulation to live tests with actual equipments. 

In the former,  the computational process,   the operators,   the environ- 

ment and even the system equipments can be simulated; the system 

computer or some other machine can be used as the vehicle for conducting 

the simulation; and the entire process can be carried out in a convenient 

time scale.     Live tests,   on the other hand,   can involve breadboard, 

prototype,   or early production equipments. 

Simulation permits an investigation of performance over a wide range 

of conditions,  but generally suffers from the lack of realism.    We simu- 

late what we know,  not the unexpected,  and generally our design has 

accounted for what we know.    Live tests are more difficult and time- 

consuming,  and in some instances are too expensive or even impossible 

to conduct --as for example when the test involves many weapons,  ECM, 

etc.    In many cases the methods can be mixed or used to supplement one 
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another,  as for example the use of selective live tests to calibrate a 

set of simulations. 

The methods employed will vary from system to system.     The 

significant point is that design verification should be considered as an 

essential part of the design process.    It should be incorporated into 

the planning and funding for the system.    It should be applied to the 

critical areas of the design as early and as realistically as possible. 

It is one of the few bits of insurance that a system engineer can buy. 
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HARDWARE 

Computers 

Significant improvements have been made in the speed,   capacity, 

and reliability of digital computers over the last ten years.    Today, 

many machines of proven performance are available,  and they 

exhibit strong similarities in basic design  features:    order codes, 

indexing systems,  interrupt systems,  and ability to handle auxiliary 

memory devices (drums,  tapes,   discs).     The chief differences are 

in word lengths,  memory sizes,  and operating speeds. 

For the most part,   computers represent one of the few "off-the- 

shelf" items that the system designer has at his disposal.     There are 

some related hardware design problems, however,  primarily in the 

area of the special-purpose in-out buffers and devices peculiar to the 

system.    As regards the central computer,  it is more a question of 

proper selection of machine and configuration rather than design. 

The critical consideration in the selection of a machine is that of 

adequate capability:   memory capacity and operating speed.    It has 

already been mentioned that care must be taken to allow excess capacity 

both for contingencies in the original design as well as for unseen require- 

ments.    A machine that looks just big enough at the early stages of design 

is surely not going to be adequate at the end.    A safety factor of two would 
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not seem unreasonable,  particularly as the cost of more storage and 

higher speeds seems to be decreasing. 

When comparing the required speed of computation against avail- 

able machines,  one should be careful of high computational speeds 

achieved by special machine features requiring sophisticated software, 

either in the assembly/compiler programs or in the operational pro- 

grams.    Many machines can only achieve these high speeds when the 

program structure permits use of the special hardware features.    As a 

more general point,  one should not attempt to economize on hardware 

by assuming efficient,  well-written programs -- these are both difficult 

and costly to achieve.    Well-trained,   experienced programmers are in 

very short supply. 

The second aspect of machine selection relates to the configuration 

required to achieve the desired reliability.    Until quite recently,  if a 

premium was placed on continuity of operation,  a complete duplexing 

would be required.     This was done with considerable success in SAGE. 

Two machines are available at each direction center,  with only one being 

operational at a time.     The machines are connected by a drum through 

which they can communicate,  thereby permitting the second or standby 

machine to accumulate the dynamic data base required for rapid assump- 

tion of responsibility.     The high reliability actually achieved from each 
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machine,   coupled with a programmed ability to recover from most 

intermittent errors,  has led to very long mean-times between dis- 

abling system failures.    Several years ago when I last checked,  the 

mean free-time was about 20 days. 

Today the computer situation is changing,  and the selection of a 

machine or configuration of machines has taken on several different 

aspects.    This changing situation results from the development of 

modular machines.    In their first appearance, the modularity was 

restricted to memory capacity and in-out channel capacity.    If more 

of either were needed,  added modules could be connected.     Today,  the 

modular concept has extended to the central processor itself,  and the 

truly modern machine design includes the capability of employing several 

processors operating in parallel and sharing the available memory and 

in-out modules.     This permits what has been termed "multi-processing, " 

with several processors operating together on a single job.     (It is to be 

distinguished from "multi-programming, " in which one machine works 

on several different tasks. ) 

Through multi-processing,  modular machines can achieve very high 

effective operating speeds.    However,   except for those very few real-time 

systems which might require operating speeds beyond the capability of 

a single central processor,   the advantages of modularity lie other than 

in the direction of high speeds. 
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First,   of course,  is the capability for growth by addition of modules. 

Second,  is the high reliability which can be achieved at a relatively low 

price; a full duplex is not needed,   rather only one or two spare modules 

are required for each different element.    Further,  with proper software 

design it is possible for individual modules to fail without complete inter- 

ference with the system operation.    This has been termed as a "fail- 

softly" or "fail-gracefully" characteristic.    Third,   there is the ability to 

tailor the equipment -- that is,  the number of modules  --to the situation 

or capacity required at different sites.     That is,  if a 300-aircraft control 

system were needed at one site,   six memory modules might be required; 

but at a site requiring only 50 tracks,   only two modules would be needed. 

Parallel operation of computers is employed in the NTDS or Navy 

Tactical Data System in which a three-processor configuration is required 

to do the full fleet air defense task on a major ship.    One machine does 

tracking,   another does the intercept calculations,   and a third processes 

display information and performs miscellaneous tasks.    Under less than 

full-load conditions,  two machines can be used with different programs to 

perform the same job at lower capacity.    The third machine is then avail- 

able for maintenance or other support tasks.    It is also possible to operate 

at a one-machine level,  and this is done on smaller ships not requiring 

intercept control capabilities. 

The NTDS design,  however,   does not utilize a common memory; rather 

the individual computers exchange information via in-out channels.    The 
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French STRIDA II air defense system -- for which only limited design 

information is available -- employs multiple computers, each perma- 

nently assigned to specific tasks but sharing some common memory. 

The full, multi-processing potential of the recent modular machines 

has not yet been realized in actual systems.    The FAA design for an 

improved air traffic control system -- the National Airspace System -- 

will ultimately incorporate a full modular multi-processing capability, 

but initial system implementation will be along the more conventional lines. 

The software design problems associated with exploiting a full multi- 

processing capability are quite significant.    They include the problem of 

breaking down the program into small,     relatively independent parts and 

the design of adequate executive routines to handle the traffic,  to sense 

modular malfunctions,  and to manage the assignments and switching of 

modules.    There are related hardware problems.    It may be some years 

yet before it is desirable (or necessary) to spend the money and effort 

to solve these problems as long as the more conventional high-speed 

sequential machines in a simple duplex configuration are adequate to the 

tasks. 

Display Consoles 

The situation with display consoles is quite the opposite from that of 

computers.     There are relatively few "off-the-shelf" equipments,   there 

have been only limited advances in performance or cost over the past ten 

years,   and there are few systems in which the user is satisfied with his 

display consoles. 
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The situation is aggravated by the fact that it is extremely- 

difficult to reach an agreement on requirements.    The display- 

console is one part of the system in which the operator normally 

takes a strong interest,  and he naturally desires the utmost in 

performance.    Unfortunately,  however,  he is an easy prey of the 

"brochuremanship" technique,   since he does not always appreciate 

the difference between a paper design and a working model,   or 

between a laboratory model and a field-maintained production 

unit.     The net result,   then,  is that his requirements are very high: 

much information,   rapidly changing,  alpha-numeric characters, 

flicker-free presentation,  a bright display under high illumination 

levels,  and possibly even color. 

The designer finds it difficult to challenge the need,  and the 

problems of complexity,   cost,   and maintainability are not received 

sympathetically by the operator.    It is unfortunate that it is not 

generally possible to quickly put together and demonstrate various 

display capabilities so that the advantage or need of various features 

could be objectively determined before proceeding with production 

equipments. 

Display consoles, then, represent a most difficult problem for 

the designer. While it may be impossible to completely satisfy the 

operator,  he must be given a useable and reliable display.    Economic 
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factors cannot be ignored, particularly at the present production 

costs of $30, 000 to over $100, 000 per console.    Added points of 

caution or consideration include: 

(d)       Whenever possible,   a standard console design 

should be adopted,  with very minor modifications 

for specific operating positions. 

(b) Character or symbol sizes should be kept as small 

as possible within the limits of legibility.    Special 

provisions (perhaps in the software) may be required 

to prevent overlap of symbology,  as might result 

from adjacent aircraft tracks. 

(c) The ambient lighting environment should be carefully 

understood or designed,  particularly as this may cause 

reflections on the scope face. 

(d) The general requirement for large viewing surfaces 

should Le balanced against smaller viewing areas 

coupled with a capability for off-centering and 

expansion. 

(e) The merits of alpha-numeric characters as opposed to 

a limited symbolic capability should be matched against 

the differences in equipment complexity and cost. 
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(f) In addition to the console-operator interface,  attention 

should be given to the computer-console interface.    The 

display console is usually one of the earliest identified 

subsystems,   but its design must carefully consider the 

interface with the computer,  and particularly with the 

computer program.     The tradeoff between the amount of 

computer programming involved in display formatting 

and the complexity of the console itself is not an easy one 

to make. 

(g) Requirements for background or geography displays 

must be considered. 

Large Screen Displays 

The situation with large screen displays is not very different 

from that of consoles in that requirement are difficult to resolve,  the 

user generally adds a multiple-color requirement,  and the available 

systems are limited.    A large number of techniques ranging from 

dry processes to wet processes and from zerographic techniques 

to theater TV techniques have been proposed,  but only a few have 

yet reached the stage of working systems. 
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At the present time,   silver halide systems involving projection 

of images photographed from the face of a CRT are available with 

processing times of about ten seconds.    The maintenance problems 

of such systems seem under control.    Four color systems using 

separate projectors or filters are used in a number of systems; 

color mixing has not generally been reduced to field practice. 

Beyond reliability,  a major problem is that of brightness,   since 

the command posts in which these projected displays are used are 

normally kept at high illumination levels. 

Input Devices 

Special-purpose action switches and general-purpose keyboards 

are the principal devices by which operators insert data into the 

system or influence the processing.    Switches are quick and easy to 

use,   but pose a problem when many different possible actions are 

required.    In order to retain the simplicity of switch inputs while 

keeping the number of switches within reasonable bounds,   some 

recent designs have utilized switches capable of performing several 

different functions by either manual or automatic label changes. 

For inputs  requiring more flexibility,   particularly those involving 

variable-length items or alpha-numeric messages,   .• keyboard is 

required.     The problems of format and content errors have resulted 
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in sophisticated equipments,   generally termed "message composers, " 

to assist the operator.     Other designs have relied upon the computer 

to help the operator in the composition-formatting-error detection- 

error correction process by a feedback of computer confirmation 

or error information on printers.    Standard teletype machines can 

then be used as the input device. 

For operators working on consoles with plan position displays, 

an ability to designate or point out selected positions can be achieved 

by a photoelectric cell "light gun" or "light pencil" or by a movable 

display circle or "hook" controlled by a "tracking ball" (or"joy- 

stick").     Both of these types of devices can also be used as a more 

general input technique whereby the operator may select and designate 

quickly with his "pointer" among a number of alternatives presented 

in an alpha-numeric message form on the display console.     This 

technique,  an extension of some earlier work on "electronic type- 

writers, " appears to have considerable promise in command systems 

requiring rapid,  lengthy,  and flexible man-machine exchanges. 
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SOFTWARE 

The computer programs,   or software,  are of central importance 

since they direct the data processing equipment,  and hence the oper- 

ation of the system.     They usually represent a sizeable fraction of 

the total system design and development effort,   and their cost in 

most systems is comparable to that of the computers themselves. 

Nevertheless,   the results achieved in this area leave much to be 

desired.     The universal experience is that the magnitude of the com- 

puter programming activity,  both in time and effort,   is grossly under- 

estimated.    Further,  the inherent potential of these programs for ease 

of modification has not been realized; in practice,  and for a variety of 

reasons,   the operational programs have not been flexible,   and to change 

them has been costly and time-consuming. 

A first design problem,  then,  is to recognize the total size and 

scope of the programming task.    In addition to the operational program 

itself -- which,  as noted earlier,   should contain performance monitoring, 

data recording,   checkout features,   etc.   -- it is necessary to plan for the 

other programs required in the software production,   checkout,   test,  and 

installation.     These additional programs can be categorized as follows: 

(1)       Utility programs necessary for fabricating the 

operational program.     These cover such areas as 
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assembly,   diagnostics,  tape handling and processing, 

analysis,  documentation,  and control. 

(2) Support programs used to expedite the testing of the 

operational program during fabrication.     These would 

provide the parameter and other data inputs required 

for such program testing phases as parameter testing 

of subprograms,  assembly testing of groups of sub- 

programs,  program shakedown,  and system shakedown. 

(3) The test data reduction programs required to evaluate 

the performance of the operational program during test 

phases. 

(4) The operational data analysis programs required to 

support evaluation of system operation on a longer-term 

basis. 

The number and size of the programs in these categories vary with 

each different system.    In SAGE,  which pioneered much of the work on 

the types of utility,   support,  and data reduction programs needed 

for real-time systems,  a very large effort was expended on the non- 

operational programs.    Further,  the rates at which programs in the 

different categories can be designed and produced vary significantly. 
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Production rates on the operational program,  in particular,   may 

be an order of magnitude less than on conventional scientific and 

engineering programs.    Because of its size,   the operational program 

must usually be broken down into smaller pieces for individuals to 

work on.     This complicates both the design problem and the subsequent 

assembly and checkout of the various subprograms.     Because the sub- 

programs may refer to or change common items of stored information 

and because it is not always easy or desirable to freeze the design of 

the data tables at an early stage,   special techniques -- notable the use 

of common symbolic tags and compools -- have been established.    This, 

then,   requires that sophisticated special-purpose compilers must be 

used.    Further,   since real-time data processing generally requires 

exploiting the speed of the machine,  a good deal of machine-language 

programming may be required. 

The production rates of operational programs are further lowered 

by the extensive checkout required.     Each subprogram must be tested 

under a variety of input conditions  -- this is often called parameter 

testing  -- and then the programs must be assembled together and checks 

made on the continuity of operation.    Finally,   the entire program should 

be tested under a wide variety of operating conditions. 
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To illustrate these points,   Table I shows some estimates on 

program si^es and efforts for a proposed real-time data processing 

system for which considerable related experience is available.   All 

programs were assumed to be produced with a modified assembly 

program,  with the exception of the bulk of the data reduction and 

analysis programs which would be written for a separate commerci 

machine using FORTRAN.    The "production rate" includes all activ- 

ities beginning with the program design activities (given program 

performance specifications) and terminating with the handover of a 

tested program,   including card decks,  listings,   design and coding 

specifications,  and manuals. 

In this table,  it was assumed that the computer came with the 

normal repetoire of assembly,   loader,   trap,   and trace programs,   and 

that the special-purpose equipment test programs required to check out 

and test various equipment subsystems  -- display consoles,  input/ 

output equipments,   data links,   etc.   -- would be provided by equipment 

suppliers. 

Table I demonstrates two points of common experience: 

(1)        The size of the supporting programs is generally greater 

than the operational program by a factor of 2 to 5. 
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(2)       The effort in producing the supporting programs generally 

equals and may exceed the effort on the operational 

program. 

As an added word of caution,  it should be noted that estimators 

of program sizes are traditionally optimistic (they base their esti- 

mates on what they think they themselves could do),  yet the program 

is inevitably written largely by relatively new and unproductive 

programmers (experienced   programmers generally graduate to 

writing sophisticated compilers or they become managers). 

The key lessons in this size and effort area are: 

(1) Identify and plan for all necessary computer programs 

at the earliest date. 

(2) Do not underestimate the checkout and documentation 

activities. 

(3) Do not assume program production rates normally 

achieved in scientific or business data processing 

programs. 

(4) Expect reduced production rates as the magnitude of 

the operational program and number of subprograms 

grow. 
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A second major software problem is the organization of the opera- 

tional program into relatively independent modules or subprograms. 

For example,   should display generation functions be distributed among 

the various subprograms which may affect displays  -- tracking,  iden- 

tification,  weapons assignment,   etc.   --or should they be grouped into 

one display generation subprogram?    Economy of storage and operating 

time points to consolidation; flexibility for change points to distribution. 

Once- the functions of each subprogram module are determined,   it 

becomes necessary to define the precise inputs and outputs  -- that is, 

the transfer function of the module. 

The fixed and dynamic data storage tables offer many design 

choices.    Here,  too,   efficiency of storage utilization usually runs 

counter to the design which offers the greatest flexibility. 

A master or executive program is normally required to direct the 

sequential execution of subprograms,  to handle transfers of tables and 

other data from the high speed memory to and from other storage media, 

and to handle the in/out and interrupt processing.     The executive pro- 

gram must be capable of handling subprograms operating at different 

rates;  some are required periodically,   some only on demand.     The 

executive program must also possess high flexibility for addition of 

new suborograms and for modifications of program sequence or peri- 

odicity.    In summary,  it merits the most careful design,  including 
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consideration of the instrumentation and testing requirements imposed 

during program assembly and checkout. 

Throughout the software design,  attention must be given to the 

need for and techniques of adapting a master operational program for 

use at different sites with individual characteristics or parameters. 

During the design process,  attention should also be given to the 

matter of response time,  and,  in particular,  to the elapsed time from 

an operator input or request to the related computer output or response. 

Three times are involved:    recognition of the input and routing to the 

proper subprogram,   subprogram processing,   and the final output 

processing.    Proper design of the terminal equipment can minimize the 

initial and final steps.    Some difficulty has been experienced in several 

systems with the subprogram processing.     Several subprograms may be 

involved,  and if searching of lengthy files is required,   surprisingly long 

response time -- on the order of minutes -- can result.    Priority 

processing of inputs and careful,  and possibly redundant,   table design 

may be required. 

As noted,   ease and rapidity of modification represent outstanding 

software design problems.    The current lead-times of months,  and 

possibly up to a year,  for modest field changes are clearly undesirable 
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and tend to belie the name of software.    With the availability of larger 

and faster machines, it is becoming possible to design the program 

into relatively independent,  although less efficient,  modular packages. 

If this is done,  new program modules can be added and old program 

modules changed without requiring a major modification of the entire 

program. 

A very interesting possibility,  adapted in part from business data 

processing,  is the development of general-purpose programs or soft- 

ware.     This concept would exploit the similarity of many functional 

processes in the operational programs, particularly in command systems 

involving data manipulation.    For example,  the functions of file updating, 

file retrieval,  message processing,   display make-up,   or report generation 

could be programmed in a very general form,  and then adapted to specific 

applications by supplying the detailed descriptors for the files and the data. 

An extension of this technique would then permit on-line   compilation of 

programs by operational personnel to achieve specific needs.    Initial 

research in these areas appears to offer promising results,  although not 

without large requirements on computer storage and operating time. 

Finally,  the initial program production effort must be carried out 

with due regard to the subsequent production effort.     The general 

practice in the United States is for assumption of these on-going efforts 

by military personnel.     This places stringent demands on the documentation 
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of the initial program,  may influence the choice between problem- 

oriented vs machine-oriented compilers,  and requires integration of 

key military personnel in the initial design and production activity. 
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TESTWARE AND TESTING 

Throughout the system design and engineering effort,   adequate 

attention must be given to the testware--the plans,   equipments,   com- 

puter programs,   and procedures and techniques associated with the 

system test activities. 

Early definition of the phases of the system test activity is 

essential.     These phases might include design verification,   the so- 

called Category I and II tests relating to equipment acceptance and test 

at the manufacturer's plant and an initial field site,   implementation 

tests at successive field sites,   a full-scale operational evaluation,   and 

follow-on experimental tests leading to improvements. 

Again the names are not significant,   and the nature and type of 

testing will vary from system to system.     The significant point is that 

a decision as to the nature and types of test activity be made at a suf- 

ficiently early date to permit a determination of the requirements for 

special equipments and facilities,   special computer programs,   test 

teams,   operational personnel,   special flight tests,   computer time,   etc. 

This should then be followed up with the necessary plans,   schedules, 

contracts,   and other arrangements. 

The manpower requirements for planning,   designing,   document- 

ing,   conducting,   and analyzing a test program in a large system can 

be sizeable and suitable provisions should be made.     The use of a 

separate contractor not associated with the design or production of 
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hardware or software has considerable merit from the point of view 

of objectivity.    It will also go a long way toward assuring that sufficient 

attention is given to the entire testware problem.    Such a separate and 

independent test contractor was used in SAGE with considerable 

success. 

Of particular importance is an early recognition that the test plans 

and schedules must take into account certain facts of system life.    Not 

all tests will be conducted as originally planned; tests will be delayed 

and disrupted for a variety of reasons; and tests will uncover errors 

and deficiencies that will require substantial amounts of time for 

redesign and correction.    Optimistic test schedules are not realistic. 

In a multi-site system or one involving many remote input-output 

locations or connections,   the sequential phasing of the test activity 

requires special attention.    In all systems,   a carefully-generated, 

methodical plan for the availability and test of the subsystems and 

various sites is critical.    To the greatest degree possible,   there should 

be a capability to test and verify subsystem performance independently 

of the rest of the system.    For this purpose,   instrumentation--in the 

form of equipments and programs--must be provided. 

The test activity is only meaningful if there are criteria against 

which measured performance can be checked and if the system inputs 

and environment can be controlled when the performance is measured. 
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It is necessary to determine what is to be measured,   under what con- 

ditions this is to be done,   and how much data to be collected (the size 

of the sample).    None of this is easy to do.    Finally,  the level of 

acceptable performance must be decided.    This is a particularly 

difficult but necessary task.    It generally requires much compromise 

and agreement among the designer,   tester,   and ultimate user. 

Verification of test procedures and determination of the test 

measures should be conducted as early as possible,   and can be one of 

the objectives of a design verification activity.    In a multi-site system, 

Category II tests can provide the performance measures against which 

successive sites will be checked. 

In designing the test activity,   consideration must be given to the 

availability of trained operational personnel.    Without adequately- 

trained operators,   it may be impossible to conduct useful tests.    A 

corollary problem,   of course,   is the early availability of trained 

maintenance personnel. 

Finally,   conducting tests at a site while maintaining manual 

operations may pose severe problems.    In an air defense system,   for 

example,   it is extremely difficult to share the use of search,   beacon, 

and height-finding radars.    These potential problems--and suitable 

operational procedures or equipment modifications--also require 

early consideration. 
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All in all,   the experience to date has been that adequate pro- 

visions for the testware are not usually made,   resulting in grossly- 

extended and costly test periods.     The technical problems of defining 

adequate test criteria and obtaining system inputs that are sufficiently 

controlled (or at least known) to allow meaningful measurements are 

not yet solved.     We still do not expend sufficient time and effort in 

planning and preparing for the test activity well before it starts. 
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CONCLUSION 

It is perhaps too early for an objective assessment of the develop- 

ment of the first generation of military real-time data processing 

systems.    From the limited perspective of participating engineers 

and designers,   this paper has attempted to summarize the key system 

engineering lessons of this experience. 

It must be recognized that these lessons are not necessarily 

unique to military real-time data processing systems,  but may 

generally be true of all large system endeavors.    This realization, 

in fact,   may be the most significant conclusion we could reach. 

Beyond that point,   however,   I should like to add further emphasis 

to several items: 

(1) It is important to develop a proper appreciation of the full 

magnitude and scope of the effort at the start.    The system 

engineer must take a very broad point of view,   far beyond 

the confines of operational equipments and programs.    In 

particular,   the design must make provisions for a wide range 

of essential support functions and activities at the site and 

system level. 

(2) The management structure and assignment of responsibilities 

for system acquisition can have a profound effect on the final 

product.    Operational representation and inputs are essential; 
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strong central design control is required regardless of 

contractual mechanisms and responsibilities. 

(3) Outstanding system design problems are the proper matching 

of man/machine capabilities and the provision of adequate 

capacity and flexibility for change and growth. 

(4) Documentation and design verification are vital elements 

of the design process. 

(5) Software problems are invariably underestimated,   and much 

remains to be done to realize the inherent potential of these 

programs for ease and rapidity of modification. 

(6) Testware design merits comparable attention with hardware 

and software. 

Finally,   and perhaps needless to say,   system engineering is a 

necessary function in the system development and acquisition process. 

It does not "just happen"; it must be carefully planned and deliberately 

applied. 
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